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Abstract

Repeated measures design offers a complete description of the time effect due to the inclusion
of all time points. It’s used in a wide range of fields such as medical study, behavioral science,
agriculture and ecology. A repeated measurement ANOVA, are the appropriate test for making
inferences about repeated measures designs, has several advantages. First, it can have greater
statistical power, controlling for factors that cause between-subject variability. Second, because
of its enhanced statistical power, repeated measures ANOVA can detect the desired effect size
with fewer subjects. Finally, it has the ability to track an impact over time, like a task’s learning
curve. In this paper, the 50 patient’s data that had depression and were getting psychotherapy
was analyzed using One-way Repeated Measure ANOVA. These data were collected by ques-
tionnaire form at three different times: baseline, second month, and fourth month. The results
showed a significant difference in mean scores at three-time points, indicating that used treat-

.ment had a positive impact on this disease
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1.1 Introduction

Repeated measures analysis deals with repeated measures data, commonly known as longitudinal data, is a type of data in which
measurements are recorded on specific subjects repeatedly over a period of time and under different conditions (Singh & Rana
and Singhal 2013). Repeated-measures study designs are motivated by a researcher’s need or desire to examine the change in
an outcome over time. Furthermore, risk factors over time or under different situations may be evaluated repeatedly (Edwards
2000). Repeated-measures study designs are like the completely randomized or randomized blocks designs where subjects are
randomized to one of several treatments. The difference is that the response is measured repeatedly during the treatment period
instead of once at the end of the treatment period (Lawson 2015). It also includes between-subjects and within-subjects variables,
which are commonly utilized in various disciplines such as medicine, psychology, and education. Despite the fact that these
designs are typically multivariate, covariance matrix homogeneity and sphericity are satisfied. (Vallejo & Fernandez& Herrero

and Conejo 2004)

1.2 Aim of research

The purpose of this paper is to know about the effect of psychotherapy, general term for treating depression by talking about

condition and related issues with a mental health professional, on patients who receive this treatment for a period of time.

1.3 Definition of repeated measures and longitudinal data

Repeated measures data is a kind of data that includes a high number of time points as well as changing experimental or observa-
tional conditions over the period of the research. Longitudinal data can be regarded as a subset of traditional repeated measures
data, with some conceptual differences. They’re generally composed of many observations for the same group of people at a
limited number of time periods separated by equally or unequally spaced intervals. Therefore, longitudinal data can be described
as the results of repeated measurements at a limited number of time points with predetermined time scale, time interval, and
other conditions. Longitudinal data can be divided into two types: multivariate and univariate. The data structure for repeated

measurements has always followed a multivariate structure (Liu 2015).

1.4 Logic of repeated measures and longitudinal ANOVA

Repeated-measures ANOVA is used to determine if observed differences between treatment conditions are significantly greater
than what would be expected if there is no treatment effect. In the numerator of the F-ratio, the between treatments variance
measures the real mean differences between the treatment conditions and the variance in the denominator, is also called the
error variance because the denominator measures variability caused entirely by random and unsystematic factors, proposed
to measure how much difference is sensible to expect if there are no systematic treatment effects and no systematic individual

differences (Gravetter 2015).

1.5 Assumption of repeated measures ANOVA table

A research designs are measuring individuals twice or more on the dependent variable. Instead of employing different individu-
als for each level of treatment, the individuals are given multiple treatments and measured after each one. This indicates that each
individual will be their own control. Scores for the same individual are dependent in repeated-measures analysis, but scores for

different individuals are independent. The following are the assumptions underlying this type of study design:
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1.5.1 Normality- The normality assumption assumes that populations have a normal distribution. Outliers are the most com-
mon cause of normality violations. Furthermore, both the ANOVA and MANOVA models are sensitive to outliers. To achieve
normality, Data are tested for probable outliers and measured for removal. Graphs (histograms, boxplots), normal probability
(Q-Q) plots, skewness, and kurtosis statistics, as well as formal normality tests like as the Shapiro-Wilk test and Kolmogorov-

Smirnov test, are used to evaluate univariate normality assumptions. (Telesca 2015).

1.5.2 Variance Sphericity - Sphericity is the condition of variances equality of the differences between all possible pairs of
groups. The formal method for detecting violations of the sphericity assumption is Mauchley’s test (Kim 2015). The condition
of sphericity is not satisfied when this test is significant. However, if this test results in a non-significant result, it is acceptable to
assume that the variances of differences are not significantly different (Quinn & Keough 2002). In the case of unsatisfied sphe-
ricity condition, a correction, such as Greenhouse-Geisser, Huynh-Feldt, and Lower Bound, can be achieved by correcting the

degrees of freedom. These corrections estimate epsilon and multiply the numerator and denominator degrees of freedom by this

estimate before determining the significance levels for the F tests (Field 2000).

1.5.3 Independence- It means independency of the error and the observations, each experimental unit is independent of
each other experimental unit,. The Violation of this assumption can lead to increased Type I error rate. The group’s interaction
may impact the members’ scores, resulting in correlated observations. Correlated observations lead to an overestimation of true

probability, which can be corrected by testing at a higher level of significance (Nimon & Williams 2009).

1.6 Hypothesis for repeated measures

The null hypothesis will test that there is no difference between the various groups i.e. all treatment effects are zero. It can state

that null hypothesis as;

H_0: 1= L 2=..= [Lp

The alternative hypothesis states that there are significant differences between the treatments conditions, the treatments do have
different effects, which means it may be responsible for causing mean differences between the samples. The alternative hypoth-

esis can show as follows;

If the p-value represents the probability of getting a sample outcome, given that the value stated in the null hypothesis is true.
When the p-value is less than 5% the null hypothesis is rejected and it accept when the p value is greater than 5% (Gravetter
2015).

1.7 Analysis of variance (ANOVA) table

Analysis of variance (ANOVA) is a statistical technique to analyze variation in a response variable (continuous random variable)
measured under conditions defined by discrete factors (classification variables, often with nominal levels). Frequently, we use
ANOVA to test equality among several means by comparing variance among groups relative to variance within groups (random
error). Sir Ronald Fisher pioneered the development of ANOVA for analyzing results of agricultural experiments. Today, ANO-

VA is included in almost every statistical package, which makes it accessible to investigators in all experimental sciences. It is easy
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to input a data set and run a simple ANOVA, but it is challenging to choose the appropriate ANOVA for different experimental

designs, to examine whether data adhere to the modeling assumptions, and to interpret the results correctly (Larson 2015).

1.8 One way repeated measures ANOVA table

The simplest design between repeated measure designs is one way repeated measure design. This design has one factor, and all
of the experimental units are tested within the factor levels. Various time points (periods), varying treatments, or different level

of the same treatment are examples of repeated factors. The design’s model is,
ydj= rait Pre ) =230 =12,k

Where  is the overall mean, Oli represents the impact of an i subject, BJ represents the effect of the j" time or treatment and

€ is an error term.
ij

The sources of total variation in one-way Repeated Measure Design are the conditions (times) and within-group variations, and
the goal is to test the differences between the periods or treatments. Variance among subjects and error are other sources of

within-subject variation. Thus,

The following formula is used to compute all sources of variation;

A repeated measure ANOVA similarly calcul§g<;s ta? E—sst ?St;i:' b SSuinin subiect
otal — onaitions ihin—Subjec

= SSconaitions + SSSubjects + SSgrror - (V)
SSgrror = SSWithin—Subject_ SSSubjects (M

The following formula is used to compute all sources of variation;
k

SSconditions = an(z - f)r (™

=)
SSwithin = Z(Xu -z)" + Z(xiz — %)+t Z(xik -%)" .. (9)
\ Y k

k
SSSubjects = kZ(fl - ?C'_)v ..(®)
Where; £

n k Y

rovkxg
Table 1 presents a general illustration of oi%rsyay Fep avzc:l me'asugesidesrf#rs-év-r)ﬁl n-sifject and p treatments or periods (repeated
measures). =
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Table 1- Tabular Presentation of a Repeated Measures ANOVA

_ Msconditions

F= it (v)
Source SS df MS F
Conditions e S SSconditiohs gy (K1) MS
T LTl S"m k —_ 7 anditions.
Subject SS e (n-1) MS -
J9error
Error MSerrogs k=Dn-0 Q) (k-1)(n-1) MS
Total SS_ . (N-1)

Another measure in the ANOVA model is partial eta squared, which is used to calculate the size of the effect of various factors. It

measures the proportion of variance explained by a specific variable that remains after accounting for variance explained by other

variables in the model. The following is the formula for calculating partial eta squared: (Gorgiilii & Mokhles and Sahinler 2006)

Data description and analysis

2.1 Data description

Depression is a mood disorder that affects a person’s capacity to perform at home or at work due to overwhelming feelings of
sadness, loss, and hopelessness. People with Parkinson’s disease have abnormalities in certain neurotransmitters that regulate
mood and are thought to play a significant role. The common factors of depression are mental, biological, and environmental.
One of depression treatment method is psychotherapy and there are some ways to Diagnosis of depression score; physical exam-
ination, laboratory tests, DSM-5 and psychological evaluation. This paper aimed to know about the effect of psychotherapy on
patients. Psychological evaluation was used to collect the data of this paper by filling out a questionnaire form which contained
some question about Symptoms, thoughts, feelings and behavior patterns of patients. This form was filled by 50 patients who had

depression and received this treatment for four months. The results were as shown in appendix A.
Descriptive statistics for the depression scores of patients at three different time point presents in Table 2.

Table 2: Descriptive statistics for depression scores

SSconditi n Std. deviation
Partial eta squared (n‘) = condquons (M)
Ssconditions + SSerror 0 9.579
Second month 50 19.52 10.545
Forth month 50 16.74 11.611

By depending on table 2, the mean scores of depression decreased i.e. the treatment had a positive impact on patients.

2.2 Analysis of One way Repeated Measure ANOVA

2.2.1 Normality test
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When using repeated-measures ANOVA to compare three or more observations of a continuous outcome, the assumption of
normality of difference scores must be checked. In each cell in the design, the outcome variable should be approximately nor-

mally distributed. The Kolmogorov-Smirnova Shapiro-Wilk normality test can be used to verify this.

Table 3 - Tests of Normality

Kolmogorov-Smirnova Shapiro-Wilk
Statistic df .Sig Statistic df .Sig
Baseline 0.102 50 0.200 0.970 50 0.228
Second Month 0.102 50 0.200 0.966 50 0.157
Fourth Month 0.083 50 0.200 0.948 50 0.029

Yl
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Table 3 displays the results from the two used tests for each measurement separately. The Sha-
piro-Wilk Test is more appropriate for small sample sizes (< 50 samples), but can also handle
large sample sizes. These results demonstrated that the assumptions were satisfied for each
.measurement and the used data is normally distributed because p > 0.01

To determine normality graphically, we can use the output of a normal Q-Q plot and histo-
.gram. As shown below, the data was also graphically distributed normal distribution
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Figure 1- Histograms and Q-Q plots of three different time

Sphericity Test 2.2.2

To test the Sphericity (the variances of the differences are equal), Mauchly’s Test was used.
,Results from this Test of are shown below
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Table 4: Sphericity test result

Epsilon
Within sub- Approx.
Mauchly’s W df Sig.
jects effect Chi-Square Green- Huynh- Low-
house-Geisser Feldt er-bound
Time 0.944 2.790 2 0.248 0. 947 0.983 0. 500

By depend on table 4 results, sphericity has not been met (p = 0.022). As a result, the null hypothesis will be accepted. To solve

this problem, corrections to the degrees of freedom must be performed so that a valid critical F-value can be obtained. As men-

tioned, three corrections are used;

Greenhouse-Geisser Correction- As illustrated below, the Geisser technique calculates epsilon to adjust the degrees of freedom

of the F-distribution:

df_conditional= € [/ (k-1)

df_conditional= 0.947 (3-1)=1.89

df_error= € [ /(k-1)(n-1)

df_error= 0.947 (3-1)(50-1)= 92.8

A correction has increased significance value accuracy. It has also adjusted the p-value to compensate for the fact that when

sphericity is violated, the test is too large.

Huynd- Feldt Correction- The Huynd- Feldt correction, like the Greenhouse-Geisser correction, calculates epsilon (represented

as £) to adjust F-distribution’s degrees of freedom , as illustrated below:

This correction also has caused a more accurate significance value, and the same is true for the Lower bound correction. These

corrections have no effect on the F-statistic because the estimated epsilon is multiplied by the degrees of freedom in both the

numerator and denominator, canceling each other out, as demonstrated below:

After all these corrections the one-way ANOV become as follows:

Table 5: Test of within-subject effects
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Type III sum of Partial Eta
Source df Mean square | F value P value
squares squared
Sphericity Assumed 1812.573 2 906.287 27.656 0.000
Conditions Greenhouse-Geisser 1812.573 1.893 957.458 27.656 0.000
(Time) Huynh-Feldt 1812.573 1.967 921.528 | 27.656 0.000
Lower-bound 1812.573 1.000 1812.573 27.656 0.000
0.36
Sphericity Assumed 3211.427 98 32.770
Greenhouse-Geisser 3211.427 92.762 34.620
Error
Huynh-Feldt 3211.427 96.379 33.321
Lower-bound 3211.427 49.000 65.539

The actual results of the repeated measures ANOVA are presented in the above table (Tests of Within-Subjects Effects table). It
demonstrates that there was a statistically significant difference between the means at the various time periods. This table displays

the F-value for the time factor, as well as the significance level and impact size (Partial Eta squared) associated with it.

After adjusting the degrees of freedom for the sphericity assumed condition and depending on the results of the within-subjects
ANOVA, we reject the null hypothesis. Thus, there was a significant difference in the depression score overtime with a relatively

large effect size (partial T]2 =0.36).

3. Conclusion

Repeated measures ANOVA provides researchers with ways to test research hypotheses by controlling for subject variance. It is
also important in light of several advantages: statistical power, fewer subjects, and efficiency. As one of the parametric analyses,
Repeated Measures ANOVA can be powerful because it can control for factors that cause between subjects variability. It can
identify the appropriate effect size with fewer individuals. Since fewer subjects may be sufficient for the analysis, it is quicker and
cheaper to recruit, train, and compensate to complete an entire experiment. A one-way repeated-measures ANOVA was used
in this study to see if there were statistically significant differences in depression scores over the course of 4-month psychother-
apy. Results showed that the data were normally distributed for each time, as measured by numerical method (Shapiro-Wilk
and Kolmogorov-Smirnova test) and graphical method (boxplot and histogram) respectively. The assumption of sphericity
was assessed by Mauchly’s Test of Sphericity, p = 0.248, and was not violated. Therefore, a three method of correction (Green-
house-Geisser, Huynh-Feldt and Lower-bound) was applied (€ = 0.947, 0.983 and 0.500). The psychological therapy caused
statistically significant changes in depression score over time with decreasing from baseline (M = 24.90, SD = 9.579) to 2 months

(M = 19.52, SD = 10.545) and 4 months (M = 16.74, SD = 11.611).
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5. Appendix
Appendix A- Data description
Person No. Baseline Second month Fourth month
1 19 19 20
2 13 12 13
3 29 31 23
4 25 26 22
5 10 7
6 28 21
7 33 16
8 25 26 22
9 26 6 14
10 35 31 38
11 36 29 32
12 39 35 32
13 22 22 14
14 37 26 18
15 6 1 1
16 28 1 11
17 25 20 20
18 16 6 2
19 19 19 18
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